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Introduction: The Astromaterials Data System (AstroMat) team has been working over the past year to migrate the initial on-premise infrastructure of the Astromaterials Data System to Amazon Web Services (AWS). This presentation will discuss the rationale for migrating Astromat to the cloud and describe the lessons learned from the migration.

What is the Astromat: AstroMat is a comprehensive data system for laboratory analytical data generated by the study of astromaterials curated at the NASA Johnson Space Center[1]. It is designed as an ecosystem of interconnected applications that provide human- and machine-readable interfaces to the data gathered and managed in AstroMat’s databases[2]. The architecture is illustrated in Fig. 1. The various components of AstroMat are intended for specific purposes and include interfaces for users to search, access, explore, visualize, analyze, and contribute data; software tools for data curators to compile, track, validate, ingest, manage, and annotate data; and machine-actionable interfaces that connect the databases to internal and external software tools.

Why Migrate: Astromat uses an API-driven architecture. In the original architecture, each component of Astromat was containerized and operated in an on-premise container orchestration platform. While operationally stable, this infrastructure required substantial effort for data backup and recovery, maintenance of the orchestration platform, development and deployment automation, and did not offer sufficiently robust reliability and scalability.

Migration to AWS: The migration to AWS followed a simplified five-step model, which included assessment, prototype, implementation, testing, and optimization. This migration path was designed in collaboration with a consultant, who provided the required expertise in AWS architectures. The migration assessment was the first step necessary to understand the architecture, the team’s knowledge of AWS, the usage level of different components, and other critical aspects. The next step was to map each component of Astromat to proper AWS services, like S3, Fargate service, etc., and to create a proof of concept on which to build the infrastructure. In the next step, a series of AWS CloudFormation templates were developed to automate AWS resource management, and Github actions to trigger automated deployment. Following implementation, component testing and optimization were iterated many times. Finally, a stable AWS infrastructure for Astromat was achieved see Fig. 2.

Conclusion: Migration into the cloud and operation within the cloud have a lot of challenges, such as rapid technological changes, potential vendor lock-ins, and culture changes in the team, etc... With a prescriptive approach from experienced partners can help to achieve a successful future in the cloud. Creating the required guidelines and workflows for an agile execution of development, deployment and management is the key to survive in the cloud. Transforming workforce culture and growing cloud skills of the team continually is the way to adapt to the new agile-DevOps-cloud software engineering mode.
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