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Introduction: Multivariate analysis techniques are widely used for extracting elemental compositions from LIBS spectra of geological samples [1,2]. Because the ratio of ground truth samples to the number of channels in each spectrum is small, the corresponding regression problem is underdetermined. Regularization (L₁, L₂) is essential for both better conditioning the problem and handling noise in spectral signals [3,4], but it ignores unlabeled data. A more robust approach embeds the data in a representation especially suited for the prediction problem. Boucher et al. [5] applied manifold learning for regression that embeds the samples using both sample and label similarity, outperforming previous manifold pre-processing techniques on LIBS data. But these approaches are limited by the expressive power of their models. In this project, we construct and train a deep generative model of LIBS data for the purposes of composition prediction and spectra generation. With this model, we generate spectra to validate our model assumptions. We conclude with a discussion of future work.

Choosing Deep Learning Models for LIBS applications: LIBS data have several important properties that must be considered in building a model. The physics of LIBS shots, including interactions between surface and sample and within the plasma itself, is complex and highly nonlinear. Compositions are continuous and spectral data are high-dimensional with typically >6000 channels. From publicly released ChemCam data, we have access to a large supply of unlabeled samples, as well as databases at Los Alamos National Lab [6] and Mount Holyoke College [7].

This application thus requires highly expressive, flexible semi-supervised generative models capable of capturing these nonlinear relationships. Deep generative models such as that described in Kingma et al. [8] fit this bill. However, we expand on that earlier work by considering not just unlabeled samples (those with unknown compositions, x) and sample-label pairs (x, y), but also labels (compositions) on their own (y). Our variational model allows efficient inference and learning through stochastic gradient descent as well as semi-supervised training of the whole Mars dataset. Normalizing flows [9] allow modeling of the complex posterior over the simplex (i.e., compositions domain). This approach allows end-to-end training of both regressor and generator (or decoder) through gradient descent making model and training adjustments relatively pain-free. The goal of these models is to extract compositional endmembers from LIBS data. Unlike many other types of spectroscopy used in planetary science where the unmixing task is to deconvolve contributions from different mineral phases, the end-members in LIBS are notional. Each represents the concentration of an element such as Si in the sample being analyzed. Once these endmembers have been identified, then quantification of their individual concentrations is enabled. In this project, we extract end-members for SiO₂, Al₂O₃, TiO₂, Fe₂O₃, MnO, MgO, CaO, Na₂O, and K₂O.

Model Description: Our model assumes the data can be explained by a generative process parameterized by θ: (compositions) y ~ p(y), (nuisance) z ~ p(z), (spectra) x ~ p(x|y, z; θ). Exact posterior inference is intractable, so we perform approximate inference with an approximate posterior, qφ, and maximize a variational lower bound. Specifically, φ and θ parameterize deep feedforward neural networks that output the means and variances of isotropic gaussians representing p and q. See [8] and [10] for more details.

Results: The variational model described above was fit to the ChemCam LIBS data received from the Mars rover and publicly available on the Planetary Data Systems website. We obtained end-members by generating spectral samples (x) from corners of the simplex (y) with zero nuisance (z). Figure 1 shows the spectral signal generated from setting the latent variable to 100% of selected variables of interest. Labels on those plots indicate which emission line corresponds to each element, and demonstrate that the model is picking the correct signal for each element. There is good agreement between the elemental signal generated by the model and the spectral signatures typically referenced in practice.

Future Work: This demonstration shows that our deep generative model successfully extracts emission lines from calibration target data acquired by ChemCam on Mars. The next step is to use these models for the purposes of composition prediction, and that research is ongoing.
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Figure 1. Spectral signals generated from our model conditioned on a composition of 100% pure oxides. Annotations in blue denote the locations of peaks in the generated signal while black denotes the location of known emission lines from each element. Such confirmations of the ability of the models to extract endmember components enable LIBS data prediction from compositions alone, as well as quantitative estimation of relative proportions of end-members.