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ABSTRACT
In this paper, we present the rationale behind our development philosophy and explain which elements we adopted from general software engineering practices of industry, the open source community, embedded, and cloud technologies. We identify aspects of development practices and consider the transition from prototype to product and the difficulties the use of frameworks entails. Along with the explanations, examples, and use cases given, we will relate directly to a payload development for the International Space Station (ISS) with all the intricacies of qualification such as external requirements, and constraints. We hope to add to the scope of roboticists and software/framework developers alike by showing how we developed and improved robotics systems software from early prototypes to production grade-maturity.

1 INTRODUCTION
The Human Robot Interaction (HRI) laboratory is an engineering research lab at the European Space Agency (ESA) that supports research, development, and validation of human-robot interaction technology, with a primary focus on telerobotics and haptics. The laboratory’s goal is to support novel spaceflight projects by developing and demonstrating critical technologies [1]. The HRI lab has conducted several experiments on board the ISS within the Multi-Purpose End-To-End Robotic Operation Network (METERON) project [2, 3], Haptics-1 (2014) [4], Haptics-2 (2015) [5], Interact (2015) [6, 7, 8], and most recently Analog-1 (2019) [9, 10].

In all these experiments, and in our daily activities of the laboratory, we (like many other institutes and companies in the field of robotics) face challenges from several areas of expertise. Some predominant domains are mechatronics, telecommunications, control, and software development. In this paper, we mainly focus on the software aspects of the robotics systems and the burden they impose on small teams. Most of the opinions expressed here are based on the experience accumulated over several years. These opinions stem from the lessons learned when updating the systems from one experiment to another and when required to extend our robots’ capabilities.

In Section 2, we briefly mention some of our most important requirements for the latest flight experiment. In Section 3 we outline five hypotheses that we believe will always arise in one form or another when developing software for robotics systems in a small team. We then discuss these hypotheses and some of their implications and consequences. In Section 4 we detail some of the decisions made at subsystem/component level, taken in accordance with the hypotheses we introduced. Conclusions of our approach are detailed in Section 5.

2 REQUIREMENTS & CONSTRAINTS
We state the requirements and constraints of our ISS experiments as they provide context for the hypotheses introduced in Section 3. Here, we present the requirements for our most recent experiment, the Analog-1 mission, as it surpasses all of the laboratory’s previous missions in scope. The development of the prior missions have been a gradual increase in complexity, that culminated in the current system. The current system, as used in the Analog-1 mission, includes either subsystems or components from previous experiments. These requirements encapsulate not only the most recent mission but also most of the HRI laboratory’s past ISS experiments.

The entire mission system can be divided into two parts: the subsystem on-board the ISS which was used by the astronaut to give commands and receive feedback, and the rover subsystem on earth [10]. We now enumerate some of the mission’s key requirements and constraints.

R0 The mission centered around rover navigation and exploration, as well as geology sampling. Concrete tasks mainly focused on teleoperation...
and telemanipulation and limited autonomy features.

R1 Short time to mission, by ESA standards. Initial mission concept and proposal (Experiment Science Requirements Document (ESR)) to actual mission of ∼18 months.

R2 Small team; (1 mechatronics engineer, 1 industrial engineer, 3 software engineers, 1 principal investigator).

R3 Re-use of already upmassed components on-board the ISS: HP ZBook laptop for cost minimization.

R4 Extensive usage of Commercial Off-The-Shelf (COTS) components, including but not limited to: KUKA Light Weight Robot (LWR), Sigma7 [11], and Ambot rover platform [12].

R5 Ability to integrate systems developed by Institute of Robotics and Mechatronics of the German Aerospace Center (DLR), specifically the KUKA LWR [13] robot manipulator, and time-domain passivity control algorithms required for safe operation. This flexibility to integrate external software algorithms and modules in our systems, was mainly a requirement due to limitations of the robot’s Original Equipment Manufacturer (OEM) software.

R6 Real-time capabilities with hardware in the loop. Although many of the hard real-time constraints are run in firmware, we required a system capable of handling periodic tasks of about ∼1 ms with bounded jitter. Such requirements are especially important for haptics control loops and for the robot control loops.

R7 Security restrictions on the Operating System (OS) and applications on the final software image. This is often described as “hardening” the software system and is a requirement of the ESA Security Board. Hardening implies that the system must be scanned automatically by Security Content Automation Protocol (SCAP) tools as defined by the Center for Internet Security (CIS). Depending on its version, each application used in the root filesystem must be searched for known Common Vulnerabilities and Exposures (CVE) and addressed. Hardening also implies the configuration of specific and quite restrictive firewall and network settings. The hardening requirement applies to any computer system on-board or any on ground segment device that “interacts directly” with the ISS payload.

R8 Constrained communication between ISS and rover (2 Mb/s bandwidth, ∼850 ms round trip delay, and up to ∼4 % packet loss [5]).

R9 Reliable operation with minimum astronaut intervention. Ability to update the system on board with automated Over The Air (OTA) updates as astronaut time on ISS is an extremely valuable resource. Also due to [13] it would have been impossible, by our estimates, to deliver the software with a traditional approach where the entire software systems would need to be completed up to 6 months before the rocket launch delivering the experiment.

3 PROBLEM DESCRIPTION

From the requirements specified in Section 2, it is given that the development team needs to operate on the entire software stack, from the robotics software down to the OS level. The lessons learned from all our past experiments led us to postulate the following hypotheses that we believe apply to any small team which designs and implements robotics software from the ground-up:

H0 There is neither a silver bullet [14], nor a one size fits all solution.

H1 Choose your community or take ownership.

H2 All updates have hidden costs.

H3 Small teams cannot afford dedicated roles.

H4 Fundamental knowledge is reusable.

These realizations might seem completely obvious and trivial to produce any useful guidelines. However, when reflecting upon our past decisions, it showed that they have taken us down an unusual path, and produced some indirect and unanticipated solutions. For example, we borrowed some solutions from cloud computing, embedded software, and IoT, which are not typically applied to mainstream robotics. These hypotheses highlight what we believe to be frequently overlooked issues; faced not only by roboticists in small research teams but also by startups in the robotics landscape of today. The following paragraphs describe the hypotheses in detail.

H0 The complexities of modern robotics software systems are unlikely to be fulfilled by any one tool, library or framework without the need of external dependencies. These external dependencies may be other tools, libraries or even people. The search for
a framework that single-handedly satisfies all our requirements and constraints, without major modification, continues to this day. We firmly believe that if your set of requirements is greater than zero, and your project has even the simplest goal, a few libraries, frameworks, OS’s, and workflows will need to be chosen, combined, and eventually tailored.

**H1** Given the need for software dependencies, it is critical to minimize them, and to have a judicious selection of the communities that maintain them. When investigating which communities fit the project best, the following key criteria weigh in the most on our decision: a track record of dependability, fast pace, responsive attitude, and a like-minded approach to software. After the selection and a trial phase, serious investment into knowing the details of how these dependencies function at a fundamental level is crucial for a successful integration. However, there may be cases where the external solution or the community engagement do not align with mission requirements, deadlines, or development principles. In these cases, taking ownership and developing an internal project to address your needs might prove to be a better and faster solution. Although an internally owned solution may lack features, the benefits of being able to quickly fix bugs, gain an understanding, and increased reliability outweigh those shortcomings.

**H2** The tasks of maintaining and updating the systems at any level is unavoidable for most robotics teams. In our experience, a recurring pattern emerged at the adoption of any new dependency. An initial period of big gains is eventually followed by a large workload needed at the moment that updating is crucial. Typically, the task of updating dependencies tends to be met with two attitudes: ignore or undertake. The “ignore” approach, i.e. updating infrequently, has the drawback that when an update is finally unavoidable, the dependencies of the dependencies, which need to be updated themselves, result more often than not in an unavoidable update of the entire software stack. Additional work might also be required to reconcile the new update with the previous configuration of the system. At this moment the initial payoff from the adoption of the external dependency vanishes. We believe the hidden cost of the update is shown at this singular moment. The alternative update approach consists of continuously engaging in the update tasks. In this model, if the dependency is well established, the increments will be much smaller and “digestible” by a small team. This model tends to generate frequent and small updates, where second tier dependency problems are usually more contained and can be promptly resolved. Here the hidden cost of the update is spread out over time. Another important factor in decreasing the team’s workload, is their ability to automate the workflows that generate a new system. In the first model some automation could be done but since it’s sparsely executed it also tends to break compatibility and not generate the desired result on the following update cycle. However on the fast update model, the automation can more easily be maintained and exercised. This concept of Continuous Integration and Continuous Deployment (CI/CD) has gained traction in general software development and is prevalent alongside modern version control systems.

**H3** From past experiences, and from collaborations with other institutions, we observed a clear distinction between two types of engineers who contribute to robotics systems. On one hand there are software engineers who focus on the higher level algorithms for robotics and are exclusively users of the chosen framework. On the other hand there are software engineers who maintain, improve, and update the operating system and all of its dependencies and frameworks. Big companies or big departments may not view this as a problem, because their pool of engineers is large enough to address software issues from both areas. In small teams, however, this becomes a problem as the team cannot afford to choose between working solely on the high level algorithms with complete disregard of the system level and dependency updates. In a small team, we cannot afford the luxury of choosing between value-adding robotics features, and robustness and stability of the underlying operating system and system libraries.

**H4** In many situations it has become evident that a lack of fundamental understanding of basic principles leads to catastrophic assumptions about how a system functions. This is especially true for adopted dependencies where a lack of knowledge investment can lead to a situation of complete dependency or blind trust. Studying the fundamentals may be relatively slow, difficult, or expensive, but the benefits of doing so manifest in an easy transfer of knowledge between different layers of the software stack, OS, libraries, frameworks, robotics applications and thereby creates a virtuous cycle. Additionally, this brings educational benefits to trainees and interns who work in our laboratory, which they can reuse in their future projects with other employers.

The following section describes the typical systems developed by the HRI laboratory and the current
structure of the robotics systems and deployment workflow.

4 SYSTEM DESCRIPTION

Previous HRI experiments involved teleoperation tasks with multi-DOF robotic manipulators on a rover driving on moon-like terrain. Our current teleoperation setup comprises a master control station, a slave robot which executes the master’s commands for manipulation and grasping tasks, a wheeled platform for mobility, dedicated hardware for video processing and streaming, and optionally a dedicated communications node. In a typical ISS experiment, any infrastructure-connected device needs to have a hardened OS and the payloads need to meet specific security requirements. All these systems need to be constantly maintained and upgraded for each new experiment. The next section describes two alternative ways of arriving and maintaining such hardened operating systems.

4.1 Operating System

In most cases, the selection of a framework determines the selection of the OS itself (or the flavor of the Linux distribution), including system dependencies. In order to meet mission requirements, this system will need to be heavily customized to available packages, system level configurations, firewalls, etc. to meet mission objectives as well as security requirements. All these systems need to be constantly maintained and upgraded for each new experiment. The next section describes two alternative ways of arriving and maintaining such hardened operating systems.

4.2 Deployment and Updates

There are two commonly known ways of making a custom OS available to a device. The first one is shipping a device running the OS, and the second one is installing it remotely. While intuitively a remote installation appears easier, in practice most payloads are shipped to the ISS because this requires no crew time.

As payload developers, our choice was further complicated. When physically shipping the system, the software and OS hardening need to be completed early (software “freeze”), approved by the Software Authentication Board, and installed on flight hardware, before it can be “literally” shipped to the ISS. This process requires all software to be completed months ahead of the experiment date. However, our preferred method of delivering our system was a remote installation, as it allowed us to continue to develop, update, and test the software much closer to the date of the experiment. This established the need for a remote, unattended installation on board the ISS.

With its specific requirements, ESA’s ISS Columbus module networking infrastructure imposed
unique challenges to remote software updates and installation. Specifically, any remote installation method has to operate with the following restrictions: no Dynamic Host Configuration Protocol (DHCP), no Trivial File Transfer Protocol (TFTP), no Preboot Execution Environment (PXE) support, and mandatory SSH File Transfer Protocol (SFTP). These are non-standard restrictions in bare-metal deployment infrastructure, which reinforced our belief in $H_0$.

The solution, in line with $H_1$, was to develop our own remote deployment tool compatible with restrictions imposed by the Columbus module. Inspired by the cloud infrastructure development community, and based entirely on Golang, our in-house tool Golang ESA Provision Image Controller (GoEPIC) is a Linux Text-based user interface (TUI) application. Under nominal circumstances, the tool requires only that the device is powered on, and a single user input, an Enter keystroke. The latter requirement can even be bypassed if ssh is allowed and available. The added benefit of taking ownership and developing such a bare-metal provisioning tool is, as per $H_4$, the reuse of gained knowledge. For all the HRI infrastructure, be it rover or flight hardware, the tool is constantly used for fresh OS deployment or updates. Our updating mechanism is based on the A/B system updates principle used by Android and DevOps for cloud-infrastructure. This allows us to deploy a new OS image and revert back to a previous installation in a matter of seconds.

4.3 Robotics Systems

Since we are working on one-off projects, we try to incorporate as many off-the-shelf components as possible to save time and reduce costs. However, many consumer or industry-grade components that seem to meet our requirements are unsuitable because we want to operate them in a different way than intended by the manufacturer. For example, the robotic manipulators (KUKA LWR) that we use because they can sustain the necessary loads are designed for industrial applications that demand high precision, repeatability, and high speed. In contrast, our projects are focused on adaptability and dynamic control, but have similar mechanical requirements to the industrial tasks. We found that the OEM software limited the capabilities of the robots, which restricted them from operating in accordance with our requirements. Furthermore, the control boxes were too bulky and heavy to fit in our mobile platform and have high power consumption, as they were designed to be stationary. Therefore, we took advantage of our partnership with DLR who designed the robot arms and licensed the technology to the OEM, but had their own control system which is more suitable to our requirements. This cooperation greatly enhanced our robotics capabilities ($H_1$).

5 CONCLUSIONS

In this paper, we have presented our experiences with space robotics for a small team of engineers over several years and projects and how these experiences, lessons learned, and requirements have shaped our approach to software engineering practices.

To be concise, we have distilled these findings into five hypotheses and provided examples for each of them. Of course, there is some overlap and our hypotheses, or beliefs, do correlate with each other in most cases. Of course, $H_0$ (there is no silver bullet) also holds true for these principles of ours. Nevertheless, we hope that our findings can be of use to other engineers in similar situations and spark some insightful discussions.
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- DOF Degree(s) of Freedom
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