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Introduction:  Convolutional neural networks have 

been used ever since the initial successes obtained in 

computer vision in a lot of different applications such as 

object detection, image recognition, semantic segmen-

tation or super-resolution [1–3]. Single image super-res-

olution (SR) consists in increasing the resolution of a 

low resolution (LR) image to a higher resolution (HR) 

image. Generative adversarial networks (GANs) proved 

to be efficient in SR as demonstrated in [3] with En-

hanced-SRGAN (ESRGAN). This architecture is now 

widely used in satellite imagery or in model prediction 

enhancement (e.g. [4, 5]). Training  GANs consist in 

training a generator network to fool a discriminator net-

work. In the case of SR, a HR image is downscaled to a 

lower resolution. The generator tries to build a fake HR 

image that could not be distinguished from the real one 

by the discriminator. This method implies that the 

model will only reconstruct HR images that could be al-

ready available. What is the point? In this study, we 

show that an ESRGAN model, can be used to generate 

simulated HiRISE images of higher spatial resolution 

than the original with high fidelity. The new details are 

“hallucinated” by the model. Other studies (e.g. [6, 7]) 

did SR for Mars imagery but to the best of our 

knowledge, this study is the first to use GANs on single 

image SR.  

Methods:  First, we built our dataset using 49 

HiRISE color images of  25 to 50 cm of spatial resolu-

tion. These images cover a wide range of geomorpho-

logical features such as dunes, craters, canyons or an-

cient riverbeds, which are used to show the model the 

textures that could be encountered on Mars. We cut each 

image in tiles of 1024 by 1024 pixels resulting in a total 

of 3520 tiles. We used a bicubic downscaling operation 

with a scale factor of 2 to obtain 512 by 512 pixel image 

tiles of 0.5 to 1 m of spatial resolution. The resulted da-

taset is called “DownScaled 2” (DS 2). This was done a 

second time. The resulted dataset, with 256 by 256 pix-

els images (1 to 2 m of spatial resolution) is called 

“DownScale 4” (DS 4). 1200, 150 and 150 images tiles 

were randomly chosen for the training dataset, the vali-

dation dataset and the test dataset respectively. It is im-

portant to note that the test dataset is not seen by the 

model during the training phase. An ESRGAN model is 

trained to reconstruct the DS 2 dataset from the DS 4 

dataset. Peak Signal to Noise Ratio (PSNR) and Struc-

tural Similarity (SSIM) are used to quantify the degra-

dation between the real and the fake tiles on the test da-

tasets only. Without new training, the same model is 

used to reconstruct HR images from the DS 2 dataset. 

Again, PSNR and SSIM are used to quantify the quality 

of the reconstructed images. Finally, a new model is 

trained to build HR images from the DS 2 dataset and 

then, used to construct images with higher resolution 

than the original HiRISE dataset. The overall methodol-

ogy is presented in figure 1. 

 

 
Figure 1. Methodology used to get unseen details on 

HiRISE imagery. 
 

Results:  In this section, 300 PSNR and SSIM val-

ues obtained from the two training phases are presented. 

The model trained to go from the DS 4 dataset to the DS 

2 dataset obtained an average PSNR value of 43.76 with 

a standard deviation of 2.62. The averaged SSIM value 

is 0.97 with a standard deviation of 0.03. Without any 

new training, the same model obtains an average PSNR 

value of 44.58 with a standard deviation of 2.29. The 

averaged SSIM value is 0.97 with a standard deviation 

of 0.02. Results are presented in the figure 2.  

 

 
Figure 2. Distribution of PSNR and SSIM values ob-
tained for one model applied on DS 4 dataset and DS 2 

dataset with a scale factor of 2.   
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Discussion:  The PSNR and SSIM values presented 

in the previous section were obtained with only one 

model, trained to reconstruct images from 1 to 2 m of 

spatial resolution to 0.5 to 1 m of spatial resolution. This 

model was applied on the DS 4 dataset and obtained a 

PSNR value of 43.76. Surprisingly, the same model ob-

tained a slightly higher value, 44.58 on the DS 2 dataset 

without being trained on it. However, the difference 

stays inside the standard deviation and should not be 

considered as significant. Also, there was no decrease in 

SSIM average value. Hence, no deterioration should be 

noticed on the tiles. This can be visually confirmed on 

the images themselves (Figure 3) as they are not visually 

distinguishable.   

 

 
Figure 3. Comparison between a fake HR tile, recon-

structed from the DS 2 dataset and the original tile. Tile 

cut from the “ESP_066239_1115_COLOR” image.  
 

These results suggest that, if a model is trained from the 

DS 2 dataset to reconstruct HR images, this same model 

could provide “hallucinated” details with high quality. 

This statement is valid, assuming that there is no signif-

icative change in the ground texture when going from 

the DS 2 dataset to the HR dataset. Our results support 

this assumption. The figure 4 shows an ultra-high reso-

lution (UHR) image with “hallucinated” details. The 

image is highly convincing with much sharper outlines 

and no artifact that could be noticed. In this case, no 

PSNR or SSIM can be calculated as no ground truth ex-

ists. Hence, the overall quality can be inferred visually 

only. Still, without any objective quality assessment of 

the “hallucinated” tiles, these UHR data should be con-

sidered as reliable.     

 
Figure 4. Comparison between the original image and 

the hallucinated one with unseen details.  
 

Conclusion: Two downscaling steps, each by a fac-

tor 2, were applied on HiRISE images. An ESRGAN 

model trained to reconstruct images from the downscale 

2 to the downscale 1 performed very well to reconstruct 

images from the downscale 1 to the original dataset res-

olution. This strongly suggests that a model trained to 

reconstruct images from the downscale 1 to the original 

dataset can be used to build reliable UHR data. Our test 

results are good enough to expect that even an enhance-

ment factor of 4 could be used. Such a method would 

allow all the HiRISE data to be rescaled to an astonish-

ing 12 - 13 cm of spatial resolution whatever the original 

data spatial resolution between 25 to 50 cm. The method 

used herein could also be used to enhance the spatial 

resolution of Context Camera images from its 6 m na-

tive spatial resolution to 1.5 m, where HiRISE data is 

not available.   
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